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1 Introduction

This document presents an analysis of the systematic and random uncertainties in the GSICS inter-calibration products for the infrared channels of Meteosat/SEVIRI using Metop/IASI as a reference. 

Each processes of the inter-calibration algorithm is considered and the uncertainties it introduces are classified as random or systematic. The uncertainties are first evaluated for each pair of collocated observations and these are combined to produce an error budget for the end product of the inter-calibration process – the GSICS Correction. Finally these theoretical estimates are compared to the statistics of the end product and recommendations made for adjustments of the ATBD to produce more consistent uncertainty estimates.

This analysis should be read in conjunction with the ATBD [1]. Together, these form part of the documentation requirements for the GSICS Procedure for Product Acceptance.
2 Spatial Mismatch

2.1 Introduction
Each IASI pixel meeting the collocation criteria is compared with a 5x5 array of SEVIRI pixels, centred on the pixel closest to the centre of the IASI Field of View (FoV). 

The geolocation of both the level 1.5 data of the GEO instrument (SEVIRI) and the level 1c data of the LEO instrument (IASI) being compared introduce uncertainties in the relative difference between their pixels. There is an additional contribution due to the finite sampling of the GEO imager, which increases the mean difference between the collocation’s pixel centres. These terms are combined to estimate the typical separation between the centres of the GEO and LEO pixels being compared. 
Natural variability of the radiances scene being observed by the instruments will introduce radiometric uncertainty in the comparison of their ‘collocated’ pixels. The greater this separation, the larger the contribution of the scene’s spatial variability to the total error budget. This can be estimated by statistical analysis of typical SEVIRI scenes described below.
2.2 GEO Geolocation Accuracy

The typical accuracy of the image navigation (rectification) for SEVIRI level 1.5 images based on the operational IMPF processing is calculated to be 1.2 km [2]. 

2.3 LEO Geolocation Accuracy

The geolocation accuracy of IASI level 1c data is calculated to be 1-2 km [3]. A value of 1.5 km is assumed to be typical.
2.4 GEO-LEO Collocation Accuracy

The GEO-LEO inter-calibrations cover the geographic domain within ±52° latitude/longitude of the nominal GEO sub-satellite point. The average SEVIRI pixel spacing over this domain is 3.5 km. This finite sampling introduces a collocation error with a uniform distribution from 0-3.5 km in two dimensions. This is equivalent to an rms difference between the centre of the nominal SEVIRI and IASI pixels of 1.1 km. This is combined in quadrature with the GEO and LEO geolocation accuracies as they are assumed to be independent. This results in a rms spatial mismatch of 2.2 km.
2.5 Spatial Variability

The spatial variability of a typical SEVIRI image was quantified for each infrared channel [4]. The root mean squared difference (RMSD) between the channels’ radiances was calculated after shifting the image by 1 or 2 pixels in both N-S and E-W directions. These mean values from the two directions was calculated, correspond to mean displacements of 3.5 and 7 km. As seen in Figure 1 of [4], the RMSD was found to increase approximately linearly with separation when plotted on logarithmic axes. Hence the uncertainty due to spatial variability on the scale of the spatial mismatch (2.2 km) was estimated by extrapolating the these results logarithmically. (In fact, very similar results were obtained using linear extrapolation.)
Table 1 Contributions for Scene Variability due to Spatial Mismatch


[image: image1.emf]Central Wavelength 3.9 6.2 7.3 8.7 9.7 10.8 12.0 13.4μm

GEO Sampling Dist @ SSP 3.0km 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0km

GEO Sampling Dist typ 3.5km 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5km

GEO Geolocation abs acc 1.2km 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2km

LEO Geolocation abs acc 1.5km 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5km

Collocation mismatch 0.324pixels 1.1 1.1 1.1 1.1 1.1 1.1 1.1 1.1km

Spatial Mismatch rms GEO acc+LEO acc+col 2.2 2.2 2.2 2.2 2.2 2.2 2.2 2.2km

Spatial Variability rmsd ∆x= 3.5km rms diff 2.1 0.5 0.8 1.6 1.2 1.7 1.6 1.2K

Spatial Variability rmsd ∆x= 7.0km rms diff 3.1 0.8 1.5 2.9 2.0 3.0 2.9 2.0K

Spatial Variability @mismatchLinear extrapolation 1.7 0.3 0.6 1.2 0.9 1.2 1.2 0.9K

Spatial Variability Log extrapolation 1.6 0.3 0.6 1.1 0.8 1.2 1.1 0.8K


3 Temporal Mismatch

3.1 Introduction

Collocated observations from a pair of satellite instruments are not sampled simultaneously. Variations in the atmosphere and surface during the interval between their observations introduce uncertainties when comparing their collocated radiances. The greater this interval, the larger the contribution of the scene’s temporal variability to the total error budget. This can be estimated by statistical analysis of a series of SEVIRI scenes described below.

3.2 GEO Sampling
GEO imagers sample scenes at regular intervals: SEVIRI can scan the whole Earth disk every 15 min, or one third of it every 5 min in rapid scan mode. The latter corresponds to the maximum interval recommended in the ATBD for its pixels to be considered collocated with those of IASI. 

3.3 GEO-LEO Sampling Temporal Alignment
The maximum interval specified for observations to be considered collocated is 300 s. This finite sampling introduces a temporal collocation error with a uniform distribution from 0-300 s. This is equivalent to an rms difference between sampling of SEVIRI and IASI observations of 57.7% of the maximum interval – i.e. 173 s. 
3.4 Temporal Variability

The temporal variability of a typical SEVIRI image was also quantified for each infrared channel in [4]. The root mean squared difference (RMSD) between the channels’ radiances was calculated after shifting the image by 1 or 2 images sampled in rapid scanning mode, corresponding to intervals of 5 and 10 min. As seen in Figure 1 of [4], the RMSD was found to increase approximately linearly with interval when plotted on logarithmic axes. Hence the uncertainty due to temporal variability on the scale of the temporal mismatch (2.89 min) was estimated by extrapolating the these results logarithmically. (In fact, very similar results were obtained using linear extrapolation.)
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Figure 1 R.M.S. differences in Meteosat-8 10.8 μm brightness temperatures with time intervals from Rapid Scanning Meteosat data (red diamonds) and with spatial separation in North-South direction (black pluses) and West-East direction (black red stars) [4].
Table 2 Contributions for Scene Variability due to Temporal Mismatch


[image: image3.emf]Central Wavelength 3.9 6.2 7.3 8.7 9.7 10.8 12.0 13.4μm

Temporal Variability rmsd ∆t= 5min 1.7 0.4 0.8 1.7 0.9 1.8 1.8 1.2K

Temporal Variability rmsd ∆t= 10min 2.6 0.6 1.4 2.9 1.6 3.1 3.1 2.0K

Temporal Variability rmsd ∆t= 2.89min Linear 1.4 0.3 0.6 1.1 0.6 1.2 1.2 0.8K

Temporal Variability 2.89min Log fit 1.3 0.3 0.5 1.1 0.6 1.1 1.1 0.8K


4 Radiometric Noise

4.1 Introduction
All radiometer observations suffer from radiometric noise caused by limitations of the instruments. This noise introduces uncertainty in the comparison of collocated observations. However, the impact of radiometric noise can be reduced by averaging multiple observations, spatially, temporally and spectrally.
4.2 GEO Radiometric Noise

Typical radiometric noise on SEVIRI level 1.5 radiances is given in [5]. The mean value of the range of observed noise measurements (NE∆T) given in Table 4 of [5] for ambient calibrations with the instrument at 95K are used here. These are well within the specifications.
Although the radiances from 5x5 arrays of SEVIRI pixels are averaged, there is considerable over-sampling in the rectified level 1.5 image data used. This results in the 25 GEO pixels not being independent, so the variance calculated from the level 1.5 data should be reduced by an oversampling factor to estimate the true scene variance. For each GEO channel an effective FoV can be estimated from the spatial frequencies at which the published Modulation Transfer Functions [6] drop to 50% in the N-S and E-W planes (~0.11 km-1). The geometric average of these effective FoVs (~4.5 km) is compared with the sampling interval of the level 1.5 image (3.0 km near the sub-satellite point) to give the oversampling factor (~1.5). The actual number of GEO pixels (25) is reduced by this factor to estimate the effective number of GEO pixels (~11). 

The radiometric uncertainty of the mean radiance of the GEO pixels is, therefore, reduced by the square root of this oversampling factor (~√11) relative to the nominal values for SEVIRI’s radiometric noise given in [5].
4.3 LEO Radiometric Noise

The radiometric noise on each IASI spectral sample within SEVIRI’s passbands is estimated from Figure 1 of [7]. When expressed in brightness temperatures these range from 0.1 K for the IR7.3 channel to 1.3 K for the IR3.9 channel. After convolution with the SRF of the SEVIRI channels, this is reduced by the square root of a factor referred to here as the effective number of LEO channels, which is estimated as the integral of the normalised SRFs sampled at the spectral interval of the IASI channels. This factor ranges from 1452 for the broadest IR3.9 channel to 272 for the narrowest IR13.4 channel.
4.4 GEO-LEO Radiometric Noise

The total contribution of radiometric noise is estimated by adding the effective radiometric noise from GEO and LEO in quadrature. In most channels these terms are comparable in magnitude, resulting in an uncertainty on the collocated radiance difference due to radiometric noise of ~0.03 K for most channels, but more than double that in IR13.4. The radiometric noise is implicitly included in the spatial and temporal variability as calculated in the previous sections. However, it is seen to be a negligible contribution in those terms.
Table 3 Contributions from Radiometric Noise


[image: image4.emf]Central Wavelength 3.9 6.2 7.3 8.7 9.7 10.8 12.0 13.4μm

Radiometric Noise GEO 0.09 0.05 0.05 0.08 0.10 0.07 0.10 0.21K

Number of GEO pixels/LEO FoV 25 25 25 25 25 25 25 25

Spatial Freq for MTF=0.5 EW 0.125 0.121 0.117 0.113 0.113 0.109 0.107 0.100/km

Spatial Freq for MTF=0.5 NS 0.121 0.121 0.117 0.109 0.113 0.105 0.105 0.100/km

Effective FoV 4.1 4.1 4.3 4.5 4.4 4.7 4.7 5.0km

GEO Sampling Dist @ SSP 3 3 3 3 3 3 3 3km

Oversampling factor 1.4 1.4 1.4 1.5 1.5 1.6 1.6 1.7

Effective number GEO 

channels /Collocation 1 1 1 1 1 1 1 1

Effective number of GEO 

pixels /Collocation 14 13 12 11 11 10 10 9

Radiometric Noise <GEO>

0.02 0.01 0.01 0.02 0.03 0.02 0.03 0.07K

Wavenumber 2564 1613 1370 1149 1031 926 833 746cm-1

Radiometric Noise LEO 1.30 0.30 0.10 0.35 0.30 0.30 0.30 0.30K

Effective number LEO  1452 867 345 181 103 348 276 272

Effective number of LEO 

pixels /Collocation 1 1 1 1 1 1 1 1

Radiometric Noise <LEO> 0.03 0.01 0.01 0.03 0.03 0.02 0.02 0.02K

Radiometric Noise <GEO>-<LEO> 0.04 0.02 0.02 0.03 0.04 0.03 0.04 0.07K


5 Geometric Mismatch

Collocations between different instruments on different satellites are never exactly aligned in terms of viewing and solar geometry. Although the radiances in the infrared channels of SEVIRI-IASI are not sensitive solar and azimuth angles during night-time conditions used in this study, they are affected by the incidence angle – both in terms of absorption along different atmospheric paths and changes in surface emissivity.
GEO and LEO pixels are defined as collocations only if their incidence angles are such that the ratio of their atmospheric path difference is less than 1%. For a typical 30° incidence angle (over ±52°N/S GEO/LEO comparison domain), this corresponds to a difference of 1°. In practice collocations may have different incidence angles uniformly distributed within the range ±1°.
A radiative transfer model (RTTOV9) was run for a diverse set of 77 atmospheric profiles in three cloud configurations (clear sky, uniform cloud with tops at 700 hPa and 300 hPa) to predict the radiances seen by the infrared channels of SEVIRI. This calculation was repeated at 30° and 29° incidence angles. The radiance differences ranged from 0.02 K in the window channels to 0.11 K at IR9.7 when converted to brightness temperatures. These differences are scaled by a factor of 57.7% to estimate an rms difference.
The resulting figures are comparable to the radiometric noise, and much lower than uncertainties due to time/space mismatches. This implies the threshold of incidence angle difference could be increased substantially for these channels without significantly increasing the overall uncertainty. Such a change would substantially increase the number of collocations available.
Table 4 Contributions for Scene Variability due to Geometric Mismatch


[image: image5.emf]Central Wavelength 3.9 6.2 7.3 8.7 9.7 10.8 12.0 13.4μm

View Zenith Angle Mismatch <Tb(29°)-Tb(30°)> 0.022 0.070 0.073 0.031 0.113 0.025 0.031 0.082K

SD(Tb(29°)-Tb(30°)) 0.009 0.014 0.019 0.018 0.033 0.023 0.027 0.025K

View Azimuth Angle Mismatch K

K

Solar Zenith Angle Mismatch K

K

Solar Azimuth Angle Mismatch K

K

Maximum Geometric Mismatch Error 0.022 0.070 0.073 0.031 0.113 0.025 0.031 0.082K

Total Geometric Mismatch Error rms 0.577 0.013 0.041 0.042 0.018 0.065 0.015 0.018 0.047K


6 Spectral Mismatch

6.1 Introduction
Even using a hyperspectral reference instrument, such as IASI, there are uncertainties introduced in the comparison of collocated radiances with a broadband radiometer, such as SEVIRI. These errors can be due to the definition of the broadband instrument’s SRF, the hyperspectral instrument’s spectral calibration accuracy and gap-filling methods used to account for the incomplete spectral coverage. These terms have the largest systematic uncertainty in this analysis.
6.2 GEO Spectral Response Function Interpolation

The official SRF of SEVIRI’s channels is calculated from a series of tests performed on its component parts. These are combined and expressed at irregular wavelength intervals defined represent the full SRF with the minimal errors. However, the SRF definitions are open to interpretation, which may introduce errors in the radiances when compared to a hyperspectral reference instrument. For example, although it is recommended that a linear interpolation is used to convert the published SRFs to the IASI channel wavenumbers, it is possible to use other interpolation methods. Here the calculations were repeated using linear and quadratic interpolation and the results compared to estimate the magnitude of likely errors introduced due to this ambiguity. Although, this term is quite small (<~0.01 K), like other spectral mismatch terms, it introduces a systematic uncertainty in the comparison of collocated observations, which is not reduced by averaging multiple collocations.
6.3 LEO Spectral Calibration Accuracy

The relative spectral calibration accuracy of IASI is estimated to be 0.5 ppm [8]. The impact of a systematic shift in the centre frequency of IASI’s channels has been estimated by shifting the wavenumbers of the SRFs by this ratio and repeating the spectral convolution. The resulting radiances are negligibly different from those calculated for the unperturbed SEVIRI channels. Even when using a shift of 2 ppm, corresponding to IASI’s specified maximum relative spectral calibration accuracy [9], the rms difference in brightness temperature is <1 mK for all channels.
6.4 GEO-LEO Gap Filling

An deficiencies in the hyperspectral LEO reference instrument’s coverage of the broadband GEO instrument needs to be accounted for before their collocated observations can be compared. In general, the recommended approach is based on the constrained optimization gap filling described in [10].
However, in the case of SEVIRI-IASI inter-calibration a simplified approach can be adopted to account for this deficiency. Only SEVIRI’s IR3.9 has incomplete coverage by IASI, which stops at 2760 cm-1. A radiative transfer model (HITRAN) was used to calculate radiance spectra over the full thermal infrared range for 9 atmospheres with different cloud amounts, following [10]. These were convolved with the SEVIRI SRFs and the integral over the full band compared with those truncated at 2760 cm-1. A simple linear model was developed to estimate the radiance over the full SRF from that measured from the truncated SRF. This produced corrections ranging from -0.08 K to -0.35 K depending on the scene radiance. The rms uncertainty on the linear correction was 0.005 K – but only for the IR3.9 channel.
Table 5 Contributions for Scene Variability due to Spectral Mismatch


[image: image6.emf]Central Wavelength 3.9 6.2 7.3 8.7 9.7 10.8 12.0 13.4μm

RMSdTb quadratic-linear interpolation 0.008 0.013 0.001 0.004 0.014 0.001 0.003 0.004K

LEO Spectral Accuracy ∆ν/ν= 5.E-07 ∆ν=0.00130.00080.00070.00060.00050.00050.00040.0004cm-1

Impact of Spectral Uncertainty <∆Tb>=0.00000.00010.00010.00010.00010.00000.00000.0002K

Impact at specification level ∆ν/ν= 2.E-06<∆Tb>=0.00020.00040.00050.00050.00060.00020.00020.0007K

Gap Contribution 0.005 0 0 0 0 0 0 0K

Total Spectral Mismatch Error 0.010 0.013 0.001 0.004 0.014 0.001 0.003 0.004K


7 Effective Number of Collocations per Correction

So far this analysis has concentrated on the uncertainty on the comparison of individual collocations. To calculate the GSICS Correction many thousands of these collocations are coalesced over an extended period in a weighted regression. This process reduces the random contributions to the total uncertainty, but does not change any systematic errors. However, the collocations are not all independent, so we need to estimate the effective number of collocations used to calculate each GSICS Correction. The random component of the uncertainty will be reduced by the square root of this effective number of collocations.
The effective number of samples in a weighted regression can be estimated from the weightings applied to each sample as
Equation 21: 
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For the GSICS Correction for near-real time SEVIRI-IASI inter-calibration, a period of 15 days is used to coalesce collocations. Although there are ~1000 collocations/day, the effective number of collocations over a typical 15 day period calculated in this method is ~5000 – approximately 1/3 of the total number of samples. (Similar figures were found when rejecting those points with large variance, confirming the fact that these points have negligible influence on the regression.)
This method of combining multiple collocations reduces the uncertainty due to random errors to 0.006​‑0.031 K on the GSICS Correction for SEVIRI-IASI inter-calibration. These figures are shown in Table 6.
8 Overall Error Budget

8.1 Random Uncertainties on Individual Collocations
The uncertainties due to spatial, temporal, geometric and spectral mismatches as well as radiometric noise are assumed to be independent and added in quadrature to estimate the total uncertainty on each collocation due to random processes. 
For the inter-calibration of the infrared channels of SEVIRI using IASI, this ranges from 0.42 K for IR6.2 to 2.05 K for IR3.9. These are dominated by the spatial variability of the scenes. However, temporal variability introduces uncertainties of a comparable magnitudes, which confirms the selected collocation threshold are well matched in this case. However, it can also be seen that the uncertainty due to geometric mismatches is negligible by comparison. This suggests the threshold for incidence angle alignment could be relaxed considerably without impacting the error budget of each collocation. This would increase the number of samples available for the GSICS Correction, and hence reduce its random uncertainty.

8.2 Random Uncertainties on GSICS Correction

These values are reduced by the square root of the effective number of collocations to estimate the total uncertainty on this GSICS Correction due to random processes. 
For the inter-calibration of the infrared channels of SEVIRI using IASI, this ranges from 0.01 K for IR6.2 to 0.03 K for IR3.9.

8.3 Systematic Uncertainties

Spectral mismatch was the only process identified as capable of introducing systematic uncertainties to the comparison of collocated radiances. Such errors are not reduced by combining multiple samples as used to calculate the GSICS Correction. Therefore, this term appears as a direct contribution to its total uncertainty.

For the inter-calibration of the infrared channels of SEVIRI using IASI, this ranges from 0.001 K for IR7.3 to 0.014 K for IR8.7. 
8.4 Total Uncertainty on GSICS Correction
The total uncertainty on a GSICS Correction can be estimated by combining the random and systematic contributions in quadrature. 

For the inter-calibration of the infrared channels of SEVIRI using IASI, this ranges from 0.01 K for IR7.3 to 0.03 K for IR3.9. For most channels the random contribution is slightly larger than the systematic part of the uncertainty.
Table 6 Overall Error Budget of GSICS Correction for SEVIRI-IASI


[image: image9.emf]Central Wavelength 3.9 6.2 7.3 8.7 9.7 10.8 12.0 13.4μm

Spatial Mismatch rms diff = 2.2km 1.61 0.33 0.59 1.15 0.81 1.18 1.15 0.81K

Temporal Mismatch rms diff = 2.89min 1.26 0.25 0.53 1.07 0.60 1.13 1.12 0.76K

Radiometric Noise 0.04 0.02 0.02 0.03 0.04 0.03 0.04 0.07K

Geometric Mismatch <Tb(29°)-Tb(30°)> 0.01 0.04 0.04 0.02 0.07 0.01 0.02 0.05K

Regression Statistics?

Spectral Mismatch 0.01 0.01 0.00 0.00 0.01 0.00 0.00 0.00K

Random Uncertainty 

/Collocation

2.05 0.42 0.80 1.57 1.01 1.64 1.60 1.11K

Effective Number of 

Collocations /Correction

4350 5126 6769 4119 5896 4070 5299 8663

Random Uncertainty 

/Correction

0.031 0.006 0.010 0.024 0.013 0.026 0.022 0.012K

Systematic Uncertainty 

/Correction

0.010 0.013 0.001 0.004 0.014 0.001 0.003 0.004K

RMS Uncertainty/Correction 0.033 0.014 0.010 0.025 0.019 0.026 0.022 0.013

K

Median SD of Standard Bias 

Time Series in 15d windows

0.014 0.021 0.021 0.025 0.030 0.023 0.021 0.048K

Median Uncertainty quoted 

in GSICS Correction

0.005 0.005 0.005 0.004 0.007 0.004 0.005 0.007K


9 Comparison of Theory with Statistics

9.1 Validation of Error Budget
The random contribution to the uncertainty of the GSICS Correction estimated in §8.2 above can be compared to the statistics of the GSICS Correction calculated from a time series of real data. It is interesting to compare this term with the variance of the GSICS Correction for standard scene radiances evaluated for repeated evaluations over a time window corresponding to the smoothing period used in the GSICS Correction. This quantifies the reproducibility of the GSICS Correction.
For the demonstration inter-calibration of SEVIRI-IASI, the median value of the standard deviation of the standard bias evaluated over 15 day rolling windows was calculated. Typical standard deviations of ~0.025 K were found, which compares quite well to the estimated uncertainty of the GSICS Correction due to random processes, which ranged from 0.01 to 0.03 K.
9.2 Validation of Quoted Uncertainty on GSICS Correction

It is also useful to compare the total uncertainty estimated for the GSICS Correction to that calculated following the ATBD.

For the demonstration inter-calibration of SEVIRI-IASI, the median value of the uncertainty of the standard bias supplied with the GSICS Correction is ~0.005 K. This was found to underestimate the total uncertainty estimated in this analysis by a factor of 2-6. Comparison of the method used in the ATBD to calculate the weightings with this analysis shows the major reasons for this difference are the underestimation of effective number of SEVIRI pixels in each collocation and the effective number of collocations in each GSICS Correction. This could be summarised as saying that the existing ATBD does not sufficiently account for various correlations within the data.
10 Recommendations

This analysis yields some suggestions to improve the performance of the inter-calibration of the infrared channels of SEVIRI-IASI. In particular, the geometric collocation criteria could be relaxed considerably without increasing the noise on the collocations, but producing many more. However, the temporal limit of 300 s should not be relaxed as this would increase the uncertainty of the final GSICS Correction.

Ideally, the ATBD should be revised to account for correlations within the data when estimating the uncertainty on the GSICS Correction, following this analysis. Alternatively, the uncertainty estimated from the weighted regression in the ATBD should be inflated empirically by a factor of ~4 to achieve greater consistency between the statistics of the GSICS Correction and this analysis.

Although some of these recommendations can be extended to other pairs of GEO-LEO hyperspectral infrared inter-calibrations, the analysis should be repeated for each inter-calibration pair. Particular attention should be paid to the analysis of any gap-filling methods used in spectral mismatches. This part of the analysis has the largest uncertainty. The analysis should also be repeated following any substantial changes to the ATBD.
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