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1. Overview
Liquid-phase clouds are used as targets for the solar channel calibration. For selecting liquid cloud targets and performing radiative transfer simulation of them, collocated satellite cloud products of a reference sensor are used. In this study, Moderate Resolution Imaging Spectroradiometer (MODIS) cloud products serve as a reference for calibrating other solar channels. More detailed description of liquid cloud method can be found in Ham and Sohn (2010). 
2. Selection of liquid cloud targets
The radiance/reflectance measurements of the sensor to be calibrated and MODIS cloud products are collocated. In doing so, two satellite measurements are averaged in a 0.5×0.5 grid format to mitigate differences in a spatial resolution as well as to reduce navigation errors and parallax effects. Observation time differences of up to 5 min between two sensors are permitted. Solar zenith angle (SZA) ≤ 40° and viewing zenith angle (VZA) ≤ 40° are applied to minimize navigation errors and three-dimensional (3-D) radiative effects. After applying MODIS cloud mask information, only the 0.5°-grid boxes that are filled entirely with cloud pixels are considered. Finally, grid boxes showing a cloud optical thickness (COT) smaller than 5 are discarded to minimize ocean surface influences.
For the selected cloud grid targets, sensor-reaching reflectances are simulated using collocated MODIS cloud products, such as COT, cloud effective radius, cloud top pressure (CTP), and cloud top temperature (CTT). To determine the dominant cloud phase at a 0.5°-grid box, grid-averaged CTT is used. When the grid-averaged CTT is greater than 273K, the grid box be regarded as liquid-phase cloud, and used for the calibration. All thresholds of liquid cloud targets are summarized in Table 1.
Table 1. Thresholds of liquid cloud targets.
Thresholds of liquid cloud targets             

Solar geometry  

SZA ≤ 40°
Viewing geometry
VZA ≤ 40°
Surface type

Ocean

Cloud conditions

COT ≥ 5




Overcast cloud




CTT ≥ 273 K        
3. Model calculation

TOA radiances are simulated under cloudy conditions by using the Santa Barbara Disort Radiative Transfer (SBDART; Ricchiazzi et al., 1998), implemented with 20 streams. The bulk scattering properties for water particles are obtained from Mie calculation (hereafter referred to as the Mie scattering model), and these are inputted as scattering database in the radiative transfer model (RTM). The scattering properties including extinction efficiency, single scattering albedo, and phase function, as a function of effective radius. Note that phase function of water particle represents a strong forward peak, which means that thousands of Legendre terms are required for the accurate calculation. To reduce the computational burden without degrading computational accuracy, the delta-fit method (Hu et al., 2000) is used to truncate the scattering phase function in the forward directions. 
When grid-averaged MODIS COT is used for the radiative simulation of 0.5°-box, simulation bias can be appeared due to nonlinear relationship between COT and visible reflectance, as indicated by the previous studies (e.g., Cahalan et al., 1994). Therefore, we adopted independent column approximation (LN-ICA) method (Oreopoulos and Davies, 1998) to take into account subgrid variation of COT. This method derives a grid reflectance from integration of subgrid reflectances using a probability density function (PDF) of COT; that is: 
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where RLN-ICA is the reflectance at a grid box from the LN-ICA method; R(τ) is the reflectance when COT is τ; and pLN(τ) is the fitted LN function representing a PDF of COT. To construct LN function with given mean [E(τ)] and variance [V(τ)] of COT at each grid box, a method of moments (MOM) is also used as follows:
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After obtaining simplified PDF of COT with an LN function, the grid reflectance can be estimated using Eq. (1). For the efficient integration with relatively small integral points, Gaussian points and weights are employed. Since five Gaussian points produce nearly the same integration results as those from eight Gaussian points (not shown), five Gaussian points are employed in this study. Finally, grid reflectances in the LN-ICA method can be obtained as follows:   
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where 
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; and xi and wi are ith Gaussian point and weight, respectively. 

While subgrid variability of COT is taken from the LN-ICA method, other cloud parameters are described from the grid-averaged value, since nonlinearity effect is insignificant. For example, grid-averaged effective radius is used to choose appropriate scattering parameters amongst Mie scattering database. In addition, cloud top height is obtained from the grid-averaged MODIS CTP, and then the cloud geometrical depth is set 1 km. The assumption of geometrical depth is reasonable, according to the sensitivity test in Ham et al. (2009) (in Appendix B), which demonstrated that cloud vertical shape had negligible effects on the visible channel simulation. 

Considering that the used solar channels of this study are located over an insignificant gas absorption band, standard tropical profiles (McClatchey et al., 1972) are used to specify the atmospheric conditions. In addition, surface reflectances are specified using the oceanic BRDF model (Vermote et al., 1997), since cloud targets are chosen over the ocean.
Finally, bidirectional reflectance at the satellite level is calculated using RTM for the given satellite VZA, the viewing azimuth angle (VAA), the SZA, and the solar azimuth angle (SAA), with a priori surface and atmospheric properties and MODIS cloud information. Table 2 summarizes RTM input parameters used in this study.
Table 2. RTM input parameters for producing sensor-reaching radiances over liquid cloud targets.
RTM input parameters of liquid cloud targets                   
# of streams

20

Geometries  

SZA, VZA, SAA, VAA

Surface


Ocean BRDF model
Atmosphere

Tropical standard profiles

Cloud conditions

Liquid phase (use Mie scattering model)

MODIS COT 




MODIS effective radius



Cloud top height from MODIS CTP     



Cloud geometrical depth = 1 km       
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Figure 1. Scatter plots of simulated vs. measured SEVIRI 0.6-μm channel reflectances of (top) Meteosat-8 and (bottom) Meteosat-9 from the liquid cloud method. The simulation is performed for cloud targets using collocated MODIS cloud products. Linear regression results are displayed as black solid lines along with associated statistics. Regression lines from inter-calibration are also displayed as grey solid lines.
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Figure 2. Same as in Fig. 1 but for the MTSAT-1R 0.724-μm channel.

4. Example of application

In Fig. 1, the liquid cloud method is applied to Meteosat-8 and Meteosat-9 Spinning Enhanced Visible Infra-Red Imager (SEVIRI) 0.6-μm channels. Regression lines are given as black solid lines, and their associated statistics are also provided. Regression slopes are between 0.880 and 0.909 for Meteosat-8 (four upper panels of Fig. 1), and between 0.912 and 0.940 for Meteosat-9 (four bottom panels of Fig. 1), while regression intercepts are around 0.02 for both satellites. Regression slopes for Meteosat-8 are generally smaller than those for Meteosat-9, but the differences are not statistically confident because of insufficient cloud targets for certain months (e.g., July 2004, January 2007, and April 2007). In Fig. 1, regression lines from inter-calibration method are also given as grey solid lines. Although liquid cloud method generally produces smaller slopes and larger intercepts than inter-calibration method, black and grey lines are mostly overlaid with each other for overall periods. 
In Fig. 2, the liquid cloud method is applied to Multi-functional Transport Satellite (MTSAT)-1R 0.7-μm channel. We found that liquid phase clouds satisfying CTT ≥ 273 K are not frequent over the MTSAT-1R observation domain, we include abundant ice cloud targets satisfying CTT ≤ 227 K for the simulation. The simulation method for ice cloud targets is identical to the one described in section 3, except the use of Baum scattering model (Baum et al., 2005 a, b) for describing scattering parameters in the RTM, instead of Mie scattering model. Larger degree of scatterings is noted between simulated and measured reflectances compared to SEVIRI calibration results (Fig. 1). In spite of the large scattering, measured reflectances are linearly correlated with simulated reflectances, showing regression slopes of 0.742–0.799, and intercepts of 0.033–0.059. These results are consistent with those obtained from inter-calibration method, showing a near agreement between two regression lines (i.e. grey line vs. black line shown in each diagram of Fig. 2). 
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